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ABSTRACT

Management of the large data sets produced by data-intensive scientific applications is complicated
by the fact that participating institutions are often geographically distributed and separated by distinct
administrative domains. A key data management problem in these distributed collaborations has been
the creation and maintenance of replicated data sets. This chapter provides an overview of replica
management schemes used in large, data-intensive, distributed scientific collaborations. Early replica
management strategies focused on the development of robust, highly scalable catalogs for maintaining
replica locations. In recent years, more sophisticated, application-specific replica management systems
have been developed to support the requirements of scientific Virtual Organizations. These systems have
motivated interest in application-independent, policy-driven schemes for replica management that can
be tailored to meet the performance and reliability requirements of a range of scientific collaborations.
The authors discuss the data replication solutions to meet the challenges associated with increasingly
large data sets and the requirement to run data analysis at geographically distributed sites.
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Figure 1. Distributed collaboration or virtual organization
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INTRODUCTION

In the last decade, a large number of distributed
scientific collaborations have generated an ever-
increasing amount of application data. These
scientific collaborations include projects in high
energy physics, gravitational wave physics, neu-
roscience, earthquake science, astronomy, and
many others. Collaborations that span multiple
institutions (see Figure 1) are typically called
Virtual Organizations (Foster, Kesselman et al.
2001). Management of the large data sets produced
by these data-intensive scientific applications is
complicated by the fact that participating insti-
tutions are often geographically distributed and
separated by distinct administrative domains. A
key datamanagement problem in these distributed
collaborations has been the creation and mainte-
nance of replicated data sets.

Data sets are replicated among the institutions
ofascientific collaboration fora variety ofreasons.
One goal of replication is to provide high avail-
ability for data sets, so that if there are hardware
failures at one site or if one region is affected by
a network outage or a natural disaster, additional
copies of the data sets may still be accessed at
other locations. Another goal of replication is to
improve performance by allowing a data set to
be accessed at multiple locations. A client fetch-
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ing the desired data can choose a particular site
based on resource characteristics, such as the
available bandwidth on storage systems or net-
works. Alternatively, clients can access portions
of the file at multiple replica sites in parallel to
increase the aggregate bandwidth available for
downloading the data. Other reasons for replicat-
ing data may be the desire of scientists to have a
copy of essential data sets at their home institu-
tions. In addition, data sets may be replicated to
improve the performance of scientific computa-
tions or workflows running on particular compu-
tational resources, such as a supercomputer or
computation cluster. In this case, the data sets
needed for the computation are frequently repli-
cated or staged in to storage resources on or near
the computational site.

Scientific data sets are frequently read-only,
but in some cases, they may be updated to reflect
corrections or recalibrations of data sets. When an
original datasetisupdated, its replicas mustalso be
updated using a consistency scheme agreed upon
by the Virtual Organization. This may include a
versioning scheme thatkeeps all versions ofa data
item and gives them increasing version numbers
as data items are updated.

In this chapter, we trace the evolution of
replica management techniques for distributed
scientific collaborations, from an early focus on
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