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Chapter  6

INTRODUCTION

During the last few decades much research 
has been devoted to develop new strategies 
for facilitating user interaction with complex, 
densely-occluded virtual environments. Among 

the different approaches that have been proposed 
for measuring scene complexity, the most relevant 
one, from the point of view of 3D user interfaces, 
is depth complexity, which depends on the number 
of occluding objects. Occlusion is a big handicap 
for the efficient accomplishment of 3D interaction 
tasks, including selection and manipulation, as 
most interaction techniques for these tasks require 
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ABSTRACT

Object occlusion is a major handicap for efficient interaction with 3D virtual environments. The well-
known World in Miniature (WIM) metaphor partially solves this problem by providing an additional 
dynamic viewpoint through a hand-held miniature copy of the scene. However, letting the miniature show 
a replica of the whole scene makes the WIM metaphor suitable for only relatively simple scenes due to 
occlusion and level of scale issues. In this paper, the authors propose several algorithms to extend the 
idea behind the WIM to arbitrarily complex scenes. The main idea is to automatically decompose indoor 
scenes into a collection of cells that define potential extents of the miniature replica. This cell decomposi-
tion works well for general indoor scenes and allows for simple and efficient algorithms for preserving 
the visibility of potential targets inside the cell. The authors also discuss how to support interaction at 
multiple levels of scale by allowing the user to select the WIM size according to the accuracy required 
for accomplishing the task.
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the object, along with relevant context informa-
tion, to be visible. Navigating to a location where 
potential targets are visible is a common solution 
to this problem, but requiring the user to navigate 
every time an occluded object must be selected 
hinders performance in manipulation-intensive 
applications.

In this paper we address the problem of fa-
cilitating the interaction with highly-occluded, 
indoor scenes, focusing on applications running 
on spatially-immersive displays such as CAVEs. 
This work is based on the World in Miniature 
(WIM) (Stoakley, Conway, & Pausch, 1995), 
which is particularly appropriate for performing 
tasks requiring relevant context information to be 
visible. The WIM complements the first-person 
perspective offered by typical Virtual Reality 
applications with a second dynamic view of a 
miniature copy of the virtual world (Figure 1). 
This second exocentric view of the world helps 
users to understand the spatial relationships of the 
objects and themselves inside the virtual world. 
Objects in the miniature replica of the scene are 
referred to as proxies. Typically the miniature is 
hand-held, the non-dominant hand being used for 
rotating the WIM, thus establishing the frame of 
reference for further interaction tasks, and the 
dominant hand is used for selection, manipulation, 
and navigation tasks. Its hand-held feature also 
allows it to be quickly explored from different 
viewpoints without modifying the immersive 
point of view.

The WIM metaphor supports most 3D user 
interaction tasks, including selection, manipula-
tion and navigation. Objects can be selected either 
by pointing directly at them or by pointing at their 
WIM proxy. For simple scenes, a rotation of the 
non-dominant hand is enough to view and pick 
objects that are occluded from the immersive 
viewpoint. Likewise, objects can be manipulated 
either at the one-to-one scale offered by the im-
mersive viewpoint, or at the WIM scale. By 
representing the virtual camera with a 3D avatar, 

the WIM provides a convenient way to quickly 
change its location inside the virtual environment.

Unfortunately, the WIM metaphor has two 
important limitations regarding its scalability 
which have prevented its widespread use. The 
first one is concerned with the level-of-scale at 
which different interaction tasks have to be ac-
complished. Different interaction tasks require, 
broadly speaking, different levels of accuracy. 
Since the WIM covers the whole scene, it is ap-
propriate only for rough, coarse-level interaction 
tasks. For example, a WIM showing a full house 
might be suitable for quickly moving the camera 
from a room to another, but it lacks accuracy for 
finer tasks, such as laying out furniture pieces. 
Most extensions to the WIM are concerned with 
this problem. A second major limitation of the 
WIM is occlusion management, i.e. how to keep 
relevant objects simultaneously visible while 
preserving important context information.

A key observation is that many user interac-
tion tasks are local, i.e. they can be accomplished 
with a minimum amount of context information. 
For instance, adjusting the position of a piece 
of equipment in a room might be accomplished 
disregarding the contents of other rooms. This 
suggests that the part of the scene covered by the 
miniature replica should be adapted according to 
the user task. Therefore two key problems have 
to be addressed. On the one hand, decide which 
part of the virtual environment must be included 
in the replica. As stated above, using a replica of 
the whole environment is only feasible for simple 
scenes like a single room. Some authors have ex-
tended the WIM metaphor to cope with complex 
models (Chittaro, Gatla, & Venkataraman, 2005; 
LaViola et al., 2001; Wingrave, Haciahmetoglu, 
& Bowman, 2006). These approaches define a 
region of interest (ROI) and put in the miniature 
copy only those objects inside this ROI. The 
user is allowed to scale and move the ROI, ei-
ther automatically or manually. Although these 
techniques allow the accomplishment of user 
tasks at different levels of scale, the solutions 



 

 

13 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/world-miniature-interaction-complex-

virtual/64047

Related Content

Organix: Creating Organic Objects from Document Feature Vectors
Robert J. Hendley, Barry Wilkinsand Russell Beale (2010). International Journal of Creative Interfaces and

Computer Graphics (pp. 40-53).

www.irma-international.org/article/organix-creating-organic-objects-document/41710

A Virtual Train with a Container Using Visual and Auditory Representation of Train Movement
Kunihiro Nishimura, Yasuhiro Suzuki, Munehiko Sato, Oribe Hayashi, LiWei Yang, Kentaro Kimura, Shinya

Nishizaka, Yusuke Onojima, Yuki Ban, Yuma Muroya, Shigeo Yoshidaand Michitaka Hirose (2013).

International Journal of Creative Interfaces and Computer Graphics (pp. 35-48).

www.irma-international.org/article/a-virtual-train-with-a-container-using-visual-and-auditory-representation-of-train-

movement/84125

NanoArt: Nanotechnology and Art
Cris Orfescu (2012). Biologically-Inspired Computing for the Arts: Scientific Data through Graphics  (pp.

125-137).

www.irma-international.org/chapter/nanoart-nanotechnology-art/65026

Integrating Interactive Visualizations of Automatic Debugging Techniques on an Integrated

Development Environment
André Riboira, Rui Rodrigues, Rui Abreuand José Campos (2012). International Journal of Creative

Interfaces and Computer Graphics (pp. 42-59).

www.irma-international.org/article/integrating-interactive-visualizations-automatic-debugging/78534

The Forking Paths Revisited: Experimenting on Interactive Film
Bruno Mendes da Silva, Mirian Nogueira Tavares, Vítor Reia-Batistaand Rui António (2019). Interface

Support for Creativity, Productivity, and Expression in Computer Graphics (pp. 150-166).

www.irma-international.org/chapter/the-forking-paths-revisited/213537

http://www.igi-global.com/chapter/world-miniature-interaction-complex-virtual/64047
http://www.igi-global.com/chapter/world-miniature-interaction-complex-virtual/64047
http://www.irma-international.org/article/organix-creating-organic-objects-document/41710
http://www.irma-international.org/article/a-virtual-train-with-a-container-using-visual-and-auditory-representation-of-train-movement/84125
http://www.irma-international.org/article/a-virtual-train-with-a-container-using-visual-and-auditory-representation-of-train-movement/84125
http://www.irma-international.org/chapter/nanoart-nanotechnology-art/65026
http://www.irma-international.org/article/integrating-interactive-visualizations-automatic-debugging/78534
http://www.irma-international.org/chapter/the-forking-paths-revisited/213537

