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ABSTRACT

The number of fully sequenced genomes increases daily, producing an exponential explosion of the 
sequence, annotation and metadata databases. Data analysis on a genome-wide level or investigation 
within a specific data repository has become a data- and calculation-intensive process occupying single 
computers and even larger computer clusters for month or even years. In most cases such applications 
can be subdivided into many independent smaller tasks. The smaller tasks are particularly suited to 
distribution over a computational GRID infrastructure, which drastically reduces the time to reach the 
final result. In our analysis of gene ontology data and their associations to gene products of any kind of 
organism in a search to find gene products with similar functionalities, we developed a system to divide 
the full search into a large number of jobs and to submit these jobs to the GRID infrastructure as long as 
all jobs are processed successfully, guaranteeing an analysis of the data without missing any information.
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INTRODUCTION

Data analysis in bioinformatics—due to the dras-
tically high rate of increase in the sheer volume 
of data, not only in size but also in diversity—is 
becoming a very complex and data-intensive 
procedure occupying large numbers of computer 
units which often, for a typical user under normal 
condition, are not available. Sequencing projects 
all over the world, including high-throughput ap-
proaches such as the microarray technology and 
next-generation sequencing or the large scale mass 
spectrometry analysis, are responsible for this 
exponential growth of complex biological data 
sets. Data analysis within such projects and even 
more complex projects, such as comparisons and 
integration processes between such projects, often 
involves the examination of several big data sets 
with sizes on the order of hundreds of gigabytes. 
Fortunately, many of these analyses can be divided 
into many small tasks, producing the possibility 
of distributing the workload on an infrastructure 
such as the computational GRID. However, when 
the number of jobs necessary to carry on a par-
ticular analysis becomes huge, controlling the full 
production is not a simple enterprise. It is very 
important to carefully monitor each job, watch-
ing the success of each submitted job in order to 
be able to complete the full analysis without any 
missing data.

The biological task we are describing in this 
chapter is the comparison of gene products in a 
new, non-conventional way to find gene products 
with similar functionality. Usually gene products 
are compared by aligning sequences and looking 
for sequence similarity with the assumption that 
a high similarity corresponds to similar function-
alities (Skolnick and Fetrow 2000). However, the 
relation sequence-function is not always true and 
often only small differences in the sequence may 
result in drastic changes in functionality. Those 
sequence differences are hardly detectable within 
a conventional sequence alignment.

Further, several gene products can have similar 
functionality but the active site or the conforma-
tion can be absolutely different, originating from 
an absolutely different Abstract

The number of fully sequenced genomes increases 
daily, producing an exponential explosion of the 
sequence, annotation and metadata databases. 
Data analysis on a genome-wide level or investiga-
tion within a specific data repository has become 
a data- and calculation-intensive process occupy-
ing single computers and even larger computer 
clusters for month or even years. In most cases 
such applications can be subdivided into many 
independent smaller tasks. The smaller tasks are 
particularly suited to distribution over a compu-
tational GRID infrastructure, which drastically 
reduces the time to reach the final result. In our 
analysis of gene ontology data and their associa-
tions to gene products of any kind of organism 
in a search to find gene products with similar 
functionalities, we developed a system to divide 
the full search into a large number of jobs and to 
submit these jobs to the GRID infrastructure as 
long as all jobs are processed successfully, guar-
anteeing an analysis of the data without missing 
any information. 

For this reason we propose a different approach 
to finding gene products which have similar 
functionalities. In most sequence databases there 
are keywords describing the functionality and 
localisation on a cellular level of the gene product 
they harbour. Those keywords and other functional 
annotations in other biological databases were 
converted to a standardised vocabulary describing 
the gene products on the level of the molecular 
functions and biological processes with which 
they are involved and the cellular components 
where they are localised, i.e., the gene ontology 
(GO (Ashburner, Ball et al. 2000)). The GO 
consortium (GOC) took the lead on this effort, 
so that we now have a repository of more than 
3,6 million gene products described by more than 
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