
433

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  25

DOI: 10.4018/978-1-4666-0264-9.ch025

INTRODUCTION

We report results obtained by using the OpenBio-
mind machine learning based bioinformatics data 
analysis toolkit (see http://code.google.com/p/
openbiomind/) for the analysis of a dataset of 

Single-Nucleotide Polymorphisms (SNPs) con-
cerning late-onset Alzheimer’s Disease (LOAD) 
(Reiman et al., 2007). Putting it simply, SNPs 
are genomic variations of a single DNA base 
observed in the population under study. Although 
they not necessarily have a direct relation with 
a given phenotype (say, a medical condition 
with some potential genetic background), they 
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ABSTRACT

In this paper, the OpenBiomind toolkit is used to apply GA, GP, and local search methods to analyze a 
large SNP dataset concerning Late-Onset Alzheimer’s Disease (LOAD). Classification models identifying 
LOAD with statistically significant accuracy are identified as well as using ensemble-based important 
features analysis in order to identify brain genes related to LOAD, most notably the solute carrier gene 
SLC6A15. Ensemble analysis is used to identify potentially significant interactions between genes in 
the context of LOAD.
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often serve as markers commonly associated 
with those phenotypes. Hence the interest in 
studying SNPs for the development of diagno-
sis tools or for collecting clues that might point 
to genes interesting for shedding light into the 
problem at hand.

We used the OpenBiomind functions which 
provide Genetic Algorithms (GA), Genetic Pro-
gramming (GP) and local search methods for 
supervised categorization; and also functions 
which enable several forms of ensemble-based 
analysis, including important features analysis, 
Model Utilization-Based Clustering (MUTIC) 
and Model Based Role Analysis (MOBRA). In 
this way we

• Obtained classification rules that can dis-
tinguish LOAD from Control via SNP 
combinations

• Identified a number of potentially LOAD 
related SNPs and genes.

Classification results were tested with permuta-
tion analysis and the accuracy results are described 
here. While the results are highly statistically 
significant, the accuracy is not sufficient to serve 
as the basis of a practical diagnostic test. Further, 
it is our tentative, subjective opinion based on this 
work that no analytic method is going to be able 
to figure out a practical diagnostic test based on 
the SNPs in this study.

However, regarding the identification of genes 
potentially related to Alzheimer’s Disease (AD), 
our results are more promising. The metatask clas-
sification method used by OpenBiomind provided 
a set of most important (in the context of LOAD) 
SNPs, and their related genes. The relations of 
these genes to LOAD were assessed by cluster-
ing and with biological analyses. Visualization 
for clustering results and SNP inter-relations are 
shown in order to ease the interpretation. Results 
show a few brain genes that we believe have a 
high chance of being related to LOAD, especially 
the solute carrier gene, SLC6A15.

The results presented here constitute another 
piece of evidence in favor of the power of the 
unorthodox OpenBiomind methods to yield sta-
tistically meaningful analytical results and novel, 
suggestive biological hypotheses.

DATA

Original Data

The dataset used in this study comprises the 
genome-wide SNP mapping of 1411 samples. 
859 of them are case for late-onset Alzheimer 
Disease (LOAD), while the remaining 552 are 
control. Each sample is characterized by 312,316 
single-nucleotide polymorphisms (SNPs). A more 
thorough description is given in Reiman et al. 
(2007).

The samples in the dataset are divided into 
three different cohorts representing different 
sources: a ‘‘Neuropathological Discovery Co-
hort’’ of 736 brain donors, a ‘‘Neuropathological 
Replication Cohort’’ of 311 brain donors and an 
additional ‘‘Clinical Replication Cohort’’ of 364 
living subjects.

Sample Partition and SNP Selection

Machine learning experiments reported here were 
executed over the following sample partitions:

• All samples
• Neuropathological discovery cohort
• Neuropathological replication cohort
• Clinical replication cohort

Each of the sample partitions above was by 
its turn divided in three pairs of train-test sets, 
in a 3-fold cross-validation. All classification 
results reported here were obtained by applying 
classification methods to those folds divisions.

Finally, for each of those sample partitions, the 
following kinds of SNP selection were performed:



 

 

8 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/classifier-ensemble-based-analysis-

genome/64623

Related Content

Forecasting Supply Chain Demand Using Machine Learning Algorithms
Réal Carbonneau, Rustam Vahidovand Kevin Laframboise (2012). Machine Learning: Concepts,

Methodologies, Tools and Applications  (pp. 1652-1686).

www.irma-international.org/chapter/forecasting-supply-chain-demand-using/56219

Formal Models and Cognitive Mechanisms of the Human Sensory System
Yingxu Wang (2013). International Journal of Software Science and Computational Intelligence (pp. 55-75).

www.irma-international.org/article/formal-models-and-cognitive-mechanisms-of-the-human-sensory-system/103354

Grey Wolf Optimization-Based Segmentation Approach for Abdomen CT Liver Images
Abdalla Mostafa, Aboul Ella Hassanienand Hesham A. Hefny (2017). Handbook of Research on Machine

Learning Innovations and Trends (pp. 562-581).

www.irma-international.org/chapter/grey-wolf-optimization-based-segmentation-approach-for-abdomen-ct-liver-

images/180961

Towards Advanced Quantum Cognitive Computation
Rodolfo A. Fiorini (2017). International Journal of Software Science and Computational Intelligence (pp. 1-

19).

www.irma-international.org/article/towards-advanced-quantum-cognitive-computation/175652

Two-Sided Assembly Line Balancing Optimization With Spider Monkey Optimization
Ashish Yadavand Sunil Agrawal (2020). Nature-Inspired Computing Applications in Advanced

Communication Networks (pp. 19-40).

www.irma-international.org/chapter/two-sided-assembly-line-balancing-optimization-with-spider-monkey-

optimization/240951

http://www.igi-global.com/chapter/classifier-ensemble-based-analysis-genome/64623
http://www.igi-global.com/chapter/classifier-ensemble-based-analysis-genome/64623
http://www.irma-international.org/chapter/forecasting-supply-chain-demand-using/56219
http://www.irma-international.org/article/formal-models-and-cognitive-mechanisms-of-the-human-sensory-system/103354
http://www.irma-international.org/chapter/grey-wolf-optimization-based-segmentation-approach-for-abdomen-ct-liver-images/180961
http://www.irma-international.org/chapter/grey-wolf-optimization-based-segmentation-approach-for-abdomen-ct-liver-images/180961
http://www.irma-international.org/article/towards-advanced-quantum-cognitive-computation/175652
http://www.irma-international.org/chapter/two-sided-assembly-line-balancing-optimization-with-spider-monkey-optimization/240951
http://www.irma-international.org/chapter/two-sided-assembly-line-balancing-optimization-with-spider-monkey-optimization/240951

