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ABSTRACT

The review of applications of machine training methods to inorganic chemistry and materials science is 
presented. The possibility of searching for classification regularities in large arrays of chemical informa-
tion with the use of precedent-based recognition methods is discussed. The system for computer-assisted 
design of inorganic compounds, with an integrated complex of databases for the properties of inorganic 
substances and materials, a subsystem for the analysis of data, based on computer training (including 
symbolic pattern recognition methods), a knowledge base, a predictions base, and a managing subsys-
tem, has been developed. In many instances, the employment of the developed system makes it possible 
to predict new inorganic compounds and estimate various properties of those without experimental 
synthesis. The results of application of this information-analytical system to the computer-assisted de-
sign of inorganic compounds promising for the search for new materials for electronics are presented.
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INTRODUCTION

The problem of predicting new multi-component 
compounds’ formation and calculating their 
intrinsic properties proceeding from the knowl-
edge of their constituent components’ properties 
is one of the most important tasks of inorganic 
chemistry. Any successful attempt of designing 
not yet synthesized compounds is of the large 
theoretical and practical importance. Calcula-
tions or predictions, based on only the properties 
of constituent components, are called a priori 
calculations or predictions. The difficulties of a 
priori predictions are connected with the solution 
of mathematical problems arising in the quan-
tum mechanical calculations of multi-electronic 
systems (Gribov, 2010; Kohanoff, 2006). As a 
result, chemists and materials scientists make use 
of many empirical prediction methods. It should 
be noted that inorganic chemistry similar to other 
empirical sciences, for which, at the modern level 
of computational mathematics’ development, even 
complex algebraic approaches do not guarantee 
satisfactory computational results for their ob-
jects and phenomena, has various classification 
schemes since obtaining any scientific knowledge 
requires two initial stages: data acquisition and 
data classification. In most empirical sciences, 
classification schemes play the role of exact 
mathematical regularities. The development of 
classification rules is a complicated and labori-
ous process that requires high qualifications of 
specialists. The application of pattern recognition 
methods and appropriate software systems allows 
one to facilitate and speed up the development 
of classification rules. The tasks of a specialist 
in a specific subject field when implementing 
this process are the following: the statement of 
a problem, choice of objects and phenomena 
for computer-aided analysis, choice of attribute 
description, interpretation of results, and applica-
tion of the classification principles to prediction.

The present chapter is devoted to the use of 
precedent-based computer training methods for 

searching for classification rules for inorganic 
substances and the application of these rules to 
predicting new compounds and evaluating their 
properties.

STATEMENT OF THE 
PROBLEM OF DESIGNING NEW 
INORGANIC COMPOUNDS

The problem of designing new inorganic com-
pounds can be formulated as the search for 
combination of chemical elements and their ratio 
(i.e., determining qualitative and quantitative 
compositions) for the synthesis (under given 
conditions) of the predefined space molecular or 
crystal structure of a compound that possesses the 
required functional properties. It is the knowledge 
of the properties of chemical elements and data 
about other compounds already investigated that 
constitute initial information for the calcula-
tions. The problem of designing new inorganic 
compounds can be reduced to discovering the 
relationships between the properties of chemical 
systems (for example, properties of inorganic 
compounds) and the properties of elements that 
form these systems (Burkhanov & Kiselyova, 
2009; Kiselyova, 2005).

The methods of pattern recognition are one of 
the most effective means of search for regularities 
in the large arrays of chemical data. In this case, 
the problem can be defined as follows (Zhurav-
lev, Kiselyova, Ryazanov, Senko, & Dokukin, 
2011). Suppose that every inorganic substance 
is described by a vector x = (x1

(1), x2
(1),..xM

(1), 
x1

(2), x2
(2),.., xM

(2),…, x1
(L), x2

(L),.., xM
(L)), where L 

is the number of chemical elements that form a 
compound and M is the number of parameters of 
chemical elements. Each substance is also char-
acterized by a class membership parameter: a(x) 
∈ {1, 2,…, K}, where K is the number of classes. 
The training sample consists of N objects: S = {xi, 
i = 1, …, N}. We denote a subset of objects of 
the training sample from class aj, j = 1, 2, …, K, 
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