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ABSTRACT

Selecting an optimum subset of features from a large set of features is an important pre- processing 
step for pattern classification, data mining, or machine learning applications. Feature subset selection 
basically comprises of defining a criterion function for evaluation of the feature subset and developing 
a search strategy to find the best feature subset from a large number of feature subsets. Lots of math-
ematical and statistical techniques have been proposed so far. Recently biologically inspired computing 
is gaining popularity for solving real world problems for their more flexibility compared to traditional 
statistical or mathematical techniques. In this chapter, the role of Particle Swarm Optimization (PSO), 
one of the recently developed bio-inspired evolutionary computational (EC) approaches in designing 
algorithms for producing optimal feature subset from a large feature set, is examined. A state of the art 
review on Particle Swarm Optimization algorithms and its hybrids with other soft computing techniques 
for feature subset selection are presented followed by author’s proposals of PSO based algorithms. Simple 
simulation experiments with benchmark data sets and their results are shown to evaluate their respec-
tive effectiveness and comparative performance in selecting best feature subset from a set of features.
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INTRODUCTION

Selecting an optimal subset from a large set 
of features is of prime importance in pattern 
classification, machine learning and data min-
ing applications. The main objective of feature 
selection is to retain the optimum discriminatory 
information necessary for the classification or 
knowledge extraction process and to reduce the 
dimensionality of the measurement space so 
that effective and easily computable algorithms 
for the next step of analysis of the data can be 
devised. To facilitate the selection process, the 
quality of any feature or a set of features has to 
be evaluated via some well designed criterion 
function. More important task is to find out the 
best feature subset from a large number of subsets 
as it is well known that the best two individual 
features may not comprise the best feature subset 
of two features. However, an exhaustive search 
is computationally infeasible in practice giving 
rise to the need of developing efficient optimal 
search strategies. The research on feature subset 
selection or dimensionality reduction has a long 
history and well known methodologies based on 
mathematics and statistics are available in (Bishop, 
2006; Devijver, 1982; Duda, 2001).

General feature selection techniques are 
based on defining a criterion function to evalu-
ate a feature or a set of features and developing a 
search strategy to find out the best feature subset 
according to the defined criterion function. The 
algorithms are classified as wrapper algorithms 
(John, 1994) if the evaluation of the feature subset 
involves the classifier that is to be used in the 
next stage while the algorithms that evaluate the 
features by their intrinsic discriminatory property 
irrespective of the classifier, are known as filter 
algorithms (Almuallim, 2006; Kira, 1992). Both 
approaches have relative merits and demerits. 
Wrapper approaches can yield better performance 
but they incur high computational cost while filter 
approaches are computationally light with lower 
performance. Recently hybrid approaches are also 

being proposed to achieve a good balance between 
the computational efficiency of filter models and 
the performance accuracy of the wrapper models. 
Lot of criterion functions for evaluation of feature 
set as well as several search strategies for finding 
the best feature subset have been developed so far. 
Traditional statistical or mathematical techniques 
are computationally heavy, especially for large 
feature space and complexity of computation 
increases with increasing number of features. The 
problem of finding out the best feature subset from 
a large set of features is basically a combinatorial 
optimization problem and heuristic search tech-
niques are designed for optimal or sub optimal 
solutions compromising computational time and 
effectiveness of the selected feature subset.

Recently bio-inspired computational approach-
es (Olariu, 2006; Yun, 2011) are gaining popularity 
for solving real world optimization problems for 
their more flexibility and better computational 
ability to work in an environment of uncertainty, 
imprecision and implicit knowledge. Artificial 
Neural Network (ANN), the most popular com-
putational paradigm mimicking human brain, is an 
active research area and has numerous applications 
in pattern classification (Bishop, 1995). Genetic 
Algorithm (GA) (Goldberg, 1989), a randomized 
heuristic and adaptive search technique based 
on the principal of natural selection, is the most 
widely used evolutionary algorithm for solving 
optimization problems where the search space is 
large. Several approaches for solving feature sub-
set selection problem with GA can be found in the 
literature (Siedlecki, 1989; Yang, 1998). Particle 
Swarm Optimization (PSO) proposed by Kennedy 
and Eberhart (1995), a member of evolutionary 
computational algorithms, has been exploited 
recently for optimization problems including 
feature subset selection (Liu, 2005). Ant Colony 
Optimization (ACO) (Dorigo, 2001), another 
popular bio inspired algorithm and one of the best 
known examples of swarm intelligence systems, is 
a meta heuristic inspired by the behaviour of real 
ants in their search for the shortest paths to food 
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