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Abstract

Input selection is a crucial step for nonlinear regression modeling problem, which 
contributes to build an interpretable model with less computation. Most of the 
available methods are model-based, and few of them are model-free. Model-based 
methods often make use of prediction error or sensitivity analysis for input selection 
and model-free methods exploit consistency. In this chapter, we show the underlying 
relationship between sensitivity analysis and consistency analysis for input selection, 
and then derive an efficient model-free method from our common sense, and then 
formulate this common sense by fuzzy logic, thus it can be called fuzzy consistency 
analysis (FCA). In contrast to available methods, FCA has the following desirable 
properties: (1) it is a model-free method so that it will not be biased on a specific 
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model, exploiting “what the data say” rather than “what the model say,” which is 
the essential point of data mining—input selection should not be biased on a specific 
model, (2) it is implemented as efficiently as classical model-free methods, but more 
flexible than them, and (3) it can be directly applied to a data set with mix continu-
ous and discrete inputs without doing rotation. Four benchmark problems study 
indicates that the proposed method works effectively for nonlinear problems. With 
the input selection procedure, the underlying reasons, which affect the prediction 
are work out, which helps to gain an insight into a specific problem and servers the 
purpose of data mining very well.

Introduction

For real-world problems such as data mining or system identification, it is quite 
common to have tens of potential inputs to the model under construction. The ex-
cessive inputs not only increase the complexity of the computation necessary for 
building the model (even degrade the performance of the model, which is the curse 
of dimensionality) (Bellman, 1961; Hastie, Tibshirani, & Friedman, 2001), but also 
impair the transparency of the underlying model. Therefore, a natural choice of the 
solution is the number of inputs actually used for modeling should be reduced to 
the necessary minimum, especially when the model is nonlinear and contains many 
parameters. Input selection is thus a crucial step for the purposes of (1) removing 
noises or irrelevant inputs that do not have any contribution to the output; (2) re-
moving inputs that depend on other inputs; and (3) making the underlying model 
more concise and transparent. However, figuring out which ones to keep and which 
ones to drop is a daunting task. Large arrays of feature selection methods, like the 
principal component analysis (PCA), have been introduced in linear regression 
problems. However, they usually fail to discover the significant inputs in real-world 
applications, which often involve nonlinear modeling problems. 
Input selection thus has drawn great attention in recent years, and some methods 
have been presented which can be categorized into two groups:

1. Model-based methods, which use a particular model in order to find the sig-
nificant inputs. In general, model-based methods do input selection mainly 
by (a) trial and error or (b) sensitivity analysis. They need to try different 
combinations of inputs to find a good subset for our model to use. 
	a.	 Trial	and	error:	This kind of method usually builds up a specified model 

first with training data, and then checks its prediction accuracy by checking 
data. Wang (2003) proposed his method for variable importance ranking 
based on mathematic analysis of approximation accuracy. A relatively 



 

 

27 more pages are available in the full version of this document,

which may be purchased using the "Add to Cart" button on the

publisher's webpage: www.igi-global.com/chapter/model-free-

data-mining/7519

Related Content

A Hyper-Heuristic for Descriptive Rule Induction
Tho Hoan Phamand Tu Bao Ho (2007). International Journal of Data Warehousing and

Mining (pp. 54-66).

www.irma-international.org/article/hyper-heuristic-descriptive-rule-induction/1778

Protection of Privacy on the Web
Thomas M. Chenand Zhi (Judy) Fu (2009). Social Implications of Data Mining and

Information Privacy: Interdisciplinary Frameworks and Solutions  (pp. 15-32).

www.irma-international.org/chapter/protection-privacy-web/29142

A Workload Assignment Strategy for Efficient ROLAP Data Cube Computation

in Distributed Systems
Ilhyun Suhand Yon Dohn Chung (2016). International Journal of Data Warehousing and

Mining (pp. 51-71).

www.irma-international.org/article/a-workload-assignment-strategy-for-efficient-rolap-data-cube-

computation-in-distributed-systems/168486

Investigating the Properties of a Social Bookmarking and Tagging Network
Ralitsa Angelova, Marek Lipczak, Evangelos Miliosand Pawel Pralat (2012). Exploring

Advances in Interdisciplinary Data Mining and Analytics: New Trends  (pp. 1-16).

www.irma-international.org/chapter/investigating-properties-social-bookmarking-tagging/61165

A Survey of COVID-19 Detection From Chest X-Rays Using Deep Learning

Methods
Bhargavinath Dornadula, S. Geetha, L. Jani Anbarasiand Seifedine Kadry (2022).

International Journal of Data Warehousing and Mining (pp. 1-16).

www.irma-international.org/article/a-survey-of-covid-19-detection-from-chest-x-rays-using-deep-

learning-methods/314155

http://www.igi-global.com/chapter/model-free-data-mining/7519
http://www.igi-global.com/chapter/model-free-data-mining/7519
http://www.irma-international.org/article/hyper-heuristic-descriptive-rule-induction/1778
http://www.irma-international.org/chapter/protection-privacy-web/29142
http://www.irma-international.org/article/a-workload-assignment-strategy-for-efficient-rolap-data-cube-computation-in-distributed-systems/168486
http://www.irma-international.org/article/a-workload-assignment-strategy-for-efficient-rolap-data-cube-computation-in-distributed-systems/168486
http://www.irma-international.org/chapter/investigating-properties-social-bookmarking-tagging/61165
http://www.irma-international.org/article/a-survey-of-covid-19-detection-from-chest-x-rays-using-deep-learning-methods/314155
http://www.irma-international.org/article/a-survey-of-covid-19-detection-from-chest-x-rays-using-deep-learning-methods/314155

