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Energy-Efficient Optical 
Interconnects in Cloud 

Computing Infrastructures

ABSTRACT

This chapter discusses the rise of optical interconnection networks in cloud computing infrastructures 
as a novel alternative to current networks based on commodity switches. Optical interconnects can sig-
nificantly reduce the power consumption and meet the future network traffic requirements. Additionally, 
this chapter presents some of the most recent and promising optical interconnects architectures for high 
performance data centers that have appeared recently in the research literature. Furthermore, it presents 
a qualitative categorization of these schemes based on their main features such as performance, connec-
tivity, and scalability, and discusses how these architectures could provide green cloud infrastructures 
with reduced power consumption. Finally, the chapter presents a case study of an optical interconnection 
network that is based on high-bandwidth optical OFDM links and shows the reduction of the energy 
consumption that it can achieve in a typical data center.

INTRODUCTION

The rise of cloud computing and other emerging 
Web applications has increased significantly the 
network traffic inside the data centers. Current 
technologies based on electrical switches have to 
consume high power to face the network traffic 

increase and currently they account for a high 
portion of the total power consumption of the 
data center equipment. Optical interconnection 
networks have been proposed as a promising solu-
tion that can provide high bandwidth with reduced 
power consumption. In this chapter we present 
the rise of optical interconnection networks for 
data centers in order to meet the network traffic 
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requirements and to reduce the power consump-
tion of the data centers. We discuss the types of 
optical interconnection networks that have been 
presented and we discuss the main benefits and 
drawbacks of each approach. Furthermore, we 
present a case study of an optical interconnection 
network that is based on all-optical OFDM links 
that can provide higher throughput and reduced 
power consumption in the data centers.

FUTURE DATA CENTER 
REQUIREMENTS

Cloud computing is a “model for enabling ubiqui-
tous, convenient and on-demand network access to 
a shared pool of computing resources,” according 
to NIST (Mell, 2011). The computing resources are 
located in private or public data centers that can be 
scaled from a few servers to warehouse data centers 
with thousands of servers. These servers require a 
high bandwidth interconnection network in order 
to facilitate the fast communication between the 
servers in cloud computing applications. At the 
same time, the interconnection network must be 
energy-efficient in order to reduce the total amount 
of energy dissipated by the data center.

Figure 1 shows the high-level block diagram of 
a typical data center network. Most of the current 
data centers are based on commodity switches 
for the interconnection network. The network 
is usually a canonical fat-tree 2-Tier or 3-Tier 
architecture. The servers (usually up to 48 in the 
form of blades) are accommodated into racks and 
are connected through a Top-of-the-Rack Switch 
(ToR) using 1 Gbps links. These ToR switches 
are further interconnected through aggregate 
switches using 10 Gbps links in a tree topology. 
In the 3-Tier topologies (shown in the figure) 
one more level is applied in which the aggregate 
switches are connected in a fat-tree topology us-
ing the core switches using either 10 Gbps or 40 
Gbps links (using a bundle of 10 Gbps links). The 
main advantage of this architecture is that it can 

be scaled easily and that it is fault-tolerant (e.g. 
a ToR switch is usually connected to 2 or more 
aggregate switches).

However, the main drawback of these archi-
tectures is the high power consumption of the 
ToR, aggregate and core switches and the high 
number of links that are required. The high 
power consumption of the switches is mainly 
caused by the power consumed by the Optical-
to-Electrical (O-E) and E-O transceivers and the 
electronic switch fabrics (crossbar switches, 
SRAM-based buffers, etc.). Furthermore, a sig-
nificant drawback in the case of the current com-
modity switches is that the power consumption 
of these devices is not directly proportional to the 
network traffic load. The power consumption of 
an idle switch is very close to the maximum 
power consumption when all of the ports are 
fully loaded which translates to low energy effi-
ciency (Hlavacs, 2009).

The following subsections describe the data 
center traffic requirements in the future data 
centers and the need for more energy-efficient 
networks that can sustain the increased network 
traffic without consuming excessive amount of 
energy.

Figure 1. Current data center networks



 

 

14 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/energy-efficient-optical-interconnects-in-cloud-

computing-infrastructures/94947

Related Content

Network Structure and Collaborative Management in Natural Resource and Environmental

Management: A Literature Review
Muhammad Saidand Bevaola Kusumasari (2022). International Journal of Social Ecology and Sustainable

Development (pp. 1-16).

www.irma-international.org/article/network-structure-and-collaborative-management-in-natural-resource-and-

environmental-management/287122

Purchasing Green Transport and Logistics Services: Implications from the Environmental

Sustainability Attitude of 3PLs
Pietro Evangelista, Maria Huge-Brodin, Karin Isakssonand Edward Sweeney (2014). Sustainable Practices:

Concepts, Methodologies, Tools, and Applications  (pp. 86-102).

www.irma-international.org/chapter/purchasing-green-transport-and-logistics-services/94925

Corporate Sustainable Growth and the Financing of Innovation: Evidence from Cash-Flow

Disaggregation
Amani Kahlouland Ezzeddine Zouari (2013). International Journal of Social Ecology and Sustainable

Development (pp. 43-64).

www.irma-international.org/article/corporate-sustainable-growth-and-the-financing-of-innovation/101385

Some Things Are Just Made to Be Littered
Peter B. Crabband Matthew P. Lessack (2014). International Journal of Social Ecology and Sustainable

Development (pp. 39-47).

www.irma-international.org/article/some-things-are-just-made-to-be-littered/120103

The Best Desalination Technology for the Persian Gulf
Akbar Adibfar (2011). International Journal of Social Ecology and Sustainable Development (pp. 55-65).

www.irma-international.org/article/best-desalination-technology-persian-gulf/61383

http://www.igi-global.com/chapter/energy-efficient-optical-interconnects-in-cloud-computing-infrastructures/94947
http://www.igi-global.com/chapter/energy-efficient-optical-interconnects-in-cloud-computing-infrastructures/94947
http://www.irma-international.org/article/network-structure-and-collaborative-management-in-natural-resource-and-environmental-management/287122
http://www.irma-international.org/article/network-structure-and-collaborative-management-in-natural-resource-and-environmental-management/287122
http://www.irma-international.org/chapter/purchasing-green-transport-and-logistics-services/94925
http://www.irma-international.org/article/corporate-sustainable-growth-and-the-financing-of-innovation/101385
http://www.irma-international.org/article/some-things-are-just-made-to-be-littered/120103
http://www.irma-international.org/article/best-desalination-technology-persian-gulf/61383

